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prepared at room temperature [ 139]. On the other hand, our measurements clearly
exclude the formation of a sharp interface between the Fe film and the Si or Ge
substrate. Also the idea of one alloy in the spacer independent of the overlayer
thickness [140] or a composition gradient at the interfaces [141] must be ruled
out.

In conclusion, we have shown that the spacer layers of the trilayers prepared at
low temperatures by Toscano et al. [137] and Walser et al. [95] are indeed pure
amorphous semiconductors. The thickness dependence, however, has to be reca-
librated because we find evidence for interdiffusion at the Fe/Ge as well as the
Fe/Si interface. Silicon (germanium) deposited on Fe, on the other hand, does
not react within the resolution of our experiment. Therefore, in the case of Si the
spacer layer thickness is reduced by ~ § = 10 A compared to nominal spacer
thickness. The § is the amount of semiconductor material that interdiffuses into
the Fe top layer. In addition, we have shown by investigating the chemical shifts
of the core level peaks that the thickness of the interdiffused layer depends on the
substrate temperature. This might be one reason for the quite distinct magnetic
results obtained from Fe/Si/Fe layers that have been prepared at different temper-
atures. However, while the chemical shifts of the corresponding core level peaks
for layers prepared at 40 and at 290 K, respectively, differ considerably, the differ-
ence in the amount of interdiffused material as obtained by inelastic background
analysis is rather small. The question as to how the differences in magnetic be-
havior between the different systems can be explained still remains unanswered.

5 SCANNING PROBE MICROSCOPY

Deeper understanding of the relation between function and structure requires
linking observed physical properties directly to the geometric atomic structures.
Diffraction methods (see Section 3) can yield very precise information on the
crystallography of surfaces and solids, but nonperiodic, very complex surface

structures are in general not accessible by such methods. Scanning probe mi- ~

croscopy (SPM) techniques are the methods of choice here. A starting point was
the scanning tunneling microscope, which allows measurement of the topogra-
phy of surfaces with very good resolution up to subatomic features. Methodical
sopin—offs provide maps of various physical properties on a very local scale (up to
A).

PART IIl. SCANNING TUNNELING MICROSCOPY

Scanning tunncling microscopy (STM) has become an extremely powerful
method for surface topography and stracture. This was the first technique capa-

SURFACE CHARACTERIZATION: STRUCTURE AND TOPOGRAPHY 67

ble of atomic resolution on flat surfaces. The first atomically resolved images of
the (7 x 7) structure of Si(111) were published in 1982 [142]. In 1986 the Nobel
price for physics was awarded to Binnig and Rohrer for the development of the
STM method together with Ruska for the development of the electron microscopy
method.

5.1 Method

For STM, both electrodes, the probe and the sample, must be conductive. A
sharp tip is used as a probe, and it is usually produced by electrochemical etch-
ing of a tungsten wire in KOH or NaOH solution (see Section 5.1.1). The tip is
brought close to the sample surface by piezoelements until a tunnel current in the
nA-range flows through the vacuum or air gap.

A gap in between two conductive materials represents an energetic barrier for
electron waves. In the media the wave can propagate quasifreely and in the barrier
it is damped exponentially with the penetration depth,

Ixe * with « =vV2md/h (47)

m is the electron mass, d is the spatial gap width, and ® is the energetic barrier
height, which is related to the mean work function of both electrode materials.
Compared with free surfaces the work functions of proximate electrodes are low-
ered significantly due to the image charge.

The maximal possible current flowing through an atomically sharp tip is of the
order Iy = U/ Rk with gap voltage U and Klitzing constant Rg = h/e? ~ 25 kS2.
Actual tunnel currents are of the order 1 nA. The saturation of preamplifiers used
in STM is typically reached with 50 nA.

For steady electron tunneling conditions a small bias U must be applied be-
tween sample and tip. A tunnel current of a few nA indicates that the distance
between probe and sample is of the order of some 10 A, that is, typical wave
lengths of the valence and conduction electrons close to the Fermi level. With
crystalline materials the wave lengths of the electrons contributing to the tunnel
current depend on the effective mass m* and on the relative energy with respect
to the bottom of the bulk or surface band Eg from which the tunnel electrons

" originate:

h
A P 48
de Broglie 2m*(E — Eq) (48)

As the amplitude of the electron wave is exponentially damped in the gap the tun-
neling current is an extremely sensitive measure of the changes of distance | 143].
This high sensitivity is vital in STM.

After the approach of the probe to the sample a regulation loop of the current
is activated, that adjusts the ¢ fine piczoclement according to the feedback set
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F1G. 43. Ilustration of the working principle of the STM method.

point current. The tip scans a point lattice on the surface by moving the x and
y piezoelements stepwise. The z piezovoltages necessary to keep the tunnel cur-
rent constant are taken in a data set and give a height map of the surface z(x, y)
(Fig. 43). When the tip is sharp and clean and the surface is flat and clean, atomic
resolution is easily obtained because generally more (or less) electrons are acces-
sible above the surface atoms than in between them. Thus, regulation retracts or
lowers the tip according to the atomic structure. In this so-called constant current
mode (CCM) the current (i.e., constant microscopic distance) is kept constant and
changes in height of the tip are measured. This is the most commonly used mode.
The measured height maps are actually a surface of constant surface density of

states (Osample (rtip, £) prip(E —el) = constant). The z signal is the result of both
the geometrical and electronic properties of the sample surface. With higher gap
voltages U, it is necessary to realize that the integrated and weighted charge den-
sity between the Fermi level Er and the energy of the applied gap voltage eU
enter in the tunnel current.

Erp+elU *
I / dE peampie(riips E)T(E, U) 49)

Er

here T(E, U) is the transmission coefficient. This formula neglects the variation
of the density of states of the tip. With metallic samples the measured map of
z-piezo heights corresponds roughly to an envelope of the atoms in the surface.
With semiconducting samples the electrons are less delocalized and the density of
states (DOS) is more structured, hence STM “topography” is afflicted to a larger
extent with electronic effects and is energy dependent (eU).

A different, much faster mode is with regulation switched off or slowed down.
Then the height, that s, the 2 piezolength, stays constant while scanning. The tun-
neling current, that s, also the local tip-surface distance, changes with v and v and
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is recorded. The disadvantage of this constant height mode (CHM) is that it only
gives a qualitative image of the surface topography, which means no exact heights
are obtained. Actually, this mode measures the regulation error that behaves qual-
itatively like the differentiation of the topography. The edges of geometrical and
electronical features are emphasized in such images.

Today low-temperature STMs at liquid He temperature, variable-temperature
STMs offering cooling and annealing, high-speed-STMs allowing movie shots,
and liquid-phase STMs for the study of electrolytic surface reactions have been
developed and are commercially available.

5.1.1 Probes. Most commonly used are tungsten probes that have been
electrochemically etched in KOH or NaOH solution. For example, a 0.4-mm thick
tungsten wire, initially annealed, can be used as an anode and a copper wire of
equal thickness can be used as a cathode. The etching can be done in 2N KOH
solution, with 16 V DC voltage and a decreasing current of ~20...3 mA. With
some conditions, for example, for tunneling on H,O films, problems arise with
tungsten tips. The Ptlr tips are an alternative. They can be either etched or just cut
off by a pair of pliers.

With flat surfaces a mesoscopically blunt tip can yield atomic resolution be-
cause minitips form after treatment with voltage pulses up to 10 V during tun-
neling. The most protruding minitip is the active tunneling area. The rougher the
sample the more probable are artifacts because the tip contacts larger objects side-
ways and the active tunnel region changes occasionally during the scan. Thereby
higher objects can be imaged multiply in larger frames (ghost images) or steps on
single crystal surfaces can be imaged with heights that correspond to fractions of
the interlayer spacing.

5.2 Topographies

In view of the huge number of surface systems that have been successfully
studied by STM we give in the following section examples for the different cate-
gories of systems. It must be mentioned that the interpretation of STM images can
become difficult or even impossible unless other standard surface analytical tools,
such as LEED/RHEED (Section 3.2), AES (Section 4.3), or LEIS (Section 2.2)
are employed.

5.2.1 Clean, Low-Indexed Surfaces. The structures of clean surfaces are
of fundamental interest because they are the basis for more complicated sys-
tems offering practical applications. On their own, clean surfaces have impor-
tance as quasi-2D systems, which can show special effects like relaxations, re-
constructions, phase transitions, surface-specific defects, local mass fluctuations,
and roughening transitions. In the following we concentrate on face-centered cu-
bic (fce) metals. The geometry of the three low-indexed fee surfaces is shown in
Figure 44,
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F1G. 44. Sphere models of the three low-indexed planes of the face-centered-cubic-crystal
structure.

The equilibrium structure of many clean surfaces has been cleared up or corrob-
orated by the help of STM. Early findings were the missing row reconstructions on
Au(110) [144, 145} and Pt(110) [146, 147]. These reconstructions exist together
with a mesoscopic step net structure called fishscale pattern [147, 148]. This struc-
ture could be detected only by STM and not by standard crystallographic methods
such as LEED. The origin of the reconstruction is the higher energy of the {111}
microfacets. The fishscale pattern serves to hide antiphase domain walls in or-
der to keep the surface energy high. The surface energy is defined as the excess
free energy per unit area [149]. On fce(110) surfaces the fishscale pattern is never
present with reconstructions other than (1 x 2), for example, with the (1 x 4)
reconstruction of Pt(110) [150].

A remarkable exception was the Ir(110) surface. Its equilibrium structure is a
mesoscopically corrugated hill-and-valley structure with {331} facets exposed,
13.3° inclined with respect to (110) (Fig. 45) [151]. Up-and-down sequences of
these facets show a period of 10-100 A (Fig. 45). Additionally, a mesoscopic
waviness with periods of approximately 1000 A is observed. With certain adsor-
bates, for example, oxygen, an unreconstructed surface with large terraces instead
of the hill-and-valley structure can be prepared and atomically resolved [152]. At
elevated temperatures a (1 x2) reconstruction is obtained [153]. To date there is
no calculation for the faceted structure of Ir(110) and its origin is unexplained.
One may argue that such structures are surface stress induced, as was evoked with
the corrugated iron structure of Pt(110), which is observed on a very large scale,
exhibiting periods of 21500 A [154].

5.2.2 Stepped Surfaces. Steps on vicinal surfaces are interesting because
they represent a set of one-dimensional (1D) nanostructures. A regular step ar-
ray is most often observed [155-158] though at low temperatures the energetic
minimum can be a faceted surtace [159]. The origin of this order is the step-step
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F1G. 45. The STM image of Ir(110) after standard preparation (a) and line section be-
tween points E and F. (b) 770 A, —0.9 V, 1.0 nA. The structure consists of up- and-down
sequences of {331} facets inclined by 13.3° [152]. Reprinted with permission J. Kuntze
(doctoral dissertation).

repulsion. In a simple approach the step-step interaction can be divided into three
contributions: entropic; electronic; and elastic interaction.

Elastic interaction occurs when the displacement fields from steps substantially
superpose. Atoms located in the vicinity of steps tend to relax stronger compared
to those farther away. The resulting displacements or lattice distortions decay with
increasing distance perpendicular to the steps. Atoms situated in between two
steps experience two opposite forces and cannot fully relax to an energetically
more favorable position as would be the case with quasiisolated steps. The line
dipoles at steps are due to Smoluchowski smoothing [160] and interact electroni-
cally. Only dipole components perpendicular to the vicinal surface lead to repul-
sion whereas parallel components would lead to attractive interaction. The dipole-
dipole interaction seems to be weaker than the elastic one. For instance, steps on
vicinal Ag(111) have weak dipoles as was shown in a theoretical study [161].
Entropic interaction is due to the condition that steps may not cross and leads to
an effective repulsive potential, the weakest interaction type. This contribution is
always present and results from the assumption that cavities under the surface are
unstable. Experiments and theory investigating steps on surfaces were recently
reviewed [162].

Surfaces vicinal to fee(111) and the miscut about the (TTZ) direction, that iy,
with steps running along the dense (110) direction, still can differ. Due to ABC
stacking, the fee { 112} planes are not mirror planes and the minifacets at the steps
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FIG. 46. Side view of a fcc(111) sphere model, illustrating the fabrication of pairs of
vicinal surfaces with equal miscut but different minifacet orientation.

F1G. 47. (110) steps with closed minifacets on a Cu(111) surface with 11° miscut angle;
1000 A, —1.4 V,0.5 nA [164]. (Unpublished work by A. R. Bachmann et al.)

are either of {100} or {111} type, depending on whether the miscut is clockwise
or counterclockwise (Fig. 46).

Figure 47 shows STM images of the 11° miscut samples with {111} mini-
facets. The parallel steps run from top to bottom. The upward direction of the
stepsis from right to left. Repular patterns of monoatomic steps as shown in Fig-

.
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F1G. 48. Terrace width distribution histogram of (110} steps on 11° miscut surface. The
inset shows a small frame of 50 A, —1.4 V, 0.5 nA [164]. (Unpublished work by A. R.
Bachmann et al.)

ure 47 have been observed on surfaces with {100} and {111} step types and with
5°,7°,9°, and 11° miscuts [163]. In STM images the step edges exhibit so-called
frizziness, which indicates that atoms move along step edges and that the STM
under-samples the topography in time. At room temperature this is a typical fea-
ture of materials with relatively low binding energy (e.g., Pb, Ag, and Cu). The
frizziness at the {111} steps was found to be stronger than with {100} steps on
the 9° miscut surfaces [164].

Figure 48 shows a histogram of the terrace widths calculated from the STM
frame shown in the inset. The maxima of the terrace width distributions are sep-
arated by a; = 2.2 A. Thus, one may conclude that step edge atoms spend the
predominant part of time in fcc compatible hollow sites, indicating that their jump
rate is moderate compared to the sampling rate (here 2.5 kHz). With lower mis-
cuts, that is, wider terraces, quantization is less pronounced. Analyses of terrace
width distributions and of step correlation functions, extracted from STM frames,
allow the determination of the step-step interaction potential and the dimension-
ality of the diffusion processes at steps [165, and references therein].

5.2.3 Alloy Surfaces. Alloy surfaces are important for catalysis. For in-
stance, PtiSn surfaces catalyse many dehydrogenation reactions better than pure
Pt Further motivation can be material economization, for example, the dilution
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of pure Au with Pd without loss of desired properties such as chemical inert-
ness. With respect to nanostructuring, the wider spectrum of preparable surface
structures is of importance. Due to the stress in the surface region highly specific
self-ordering structures, like strain relief patterns or faceting, can be prepared.

With alloy surfaces the phenomena of preferential sputtering and segregation
govern equilibrium and metastable structures. The component with lighter atoms
is most often preferentially sputtered and hence depleted in the surface region. In
a first approximation, the component that has the lower surface energy as pure
material will segregate because this will enhance surface energy. As a rough esti-
mate, one may compare the melting temperatures of the pure materials instead of
the surface energies. A segregation database for transition metals based on LMTO
calculations is given Reference [166]. Restoring the original composition in the
surface region after sputtering requires a higher temperature than annealing of the
geometrical sputter damages because the first requires bulk diffusion and the latter
only surface diffusion.

Two principal categories of alloys can be distinguished with binary alloys
A;B1_x. The component that is less efficiently sputtered segregates towards the
surface. For instance, with AuzPd surfaces the Pd is more efficiently sputtered
and Au segregates (mpg < may and Tpg > Tay). The AusPd crystallizes in
the fcc structure without strict chemical order. Standard preparation leads to
a pure unreconstructed Au(100) layer on the alloy with the lattice constant of
aaupd = 3.99 A [46]. An unreconstructed Au layer is special because pure low
indexed Au surfaces on Au (aay = 4.08 A) always reconstruct in equilibrium. In
the Au(100) quasihexagonal (5 x 1) reconstruction [167, 168] the surface atoms
are compressed with respect to the bulk. One can argue that the AuzPd(100) sur-
face provides a substrate that allows a stress-free Au(100) layer (Fig. 49).

A flat AuzPd surface with nonzero Pd concentration in the first layer can be
prepared when there is sputtering when the crystal is being annealed. The Pd
atoms show up in the low energy ion scattering (LEIS) (see Section 2.2) sig-
nal and by chemical contrast in STM [46]. They are measured as protrusions with

larger apparent STM height than the Au atoms. There was no indication for chem- :

ical order in the alloy surface observed. Only the vertical composition profile of
the outermost three layers shows slight oscillations as shown in a I(V)-LEED
study [169].

In alloys of the other category, the preferentially sputtered component is seg-
regating towards the surface. Here Pt3Sn serves as an example, in which Sn is
segregating and preferentially sputtered (ms, < mp; and Ts, < Tpy). The PtaSn
exhibits a strict chemical order of the L1, type, that is, fcc structure with Pt at the
corner sites and Sn at the face sites of the unit cell. The depletion in Sn in the sur-
face region leads to a smaller lattice constant (apy < apg,sn)- All three low-indexed
surfaces of PtySn respond to this depletion by formation of metastable phases
with characteristic stress compensation features (Table T, A miesoscopic disto-
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F1G. 49. Unreconstructed Au(100) on AuzPd single crystal after 800 K anneal; 90 A,
—0.3V, 1.7 nA [46].

TABLEIIl.  Summary of the Structures Observed by STM on Pt3Sn Surfaces After Annealing at
Moderate and High Temperature

600-800 K 1000-1100 K
111y V3 x+3) P2 x 2),
R30° (PtySn), adatom islands

mesoscopic subsurface
dislocation network

(100)  multiple row structure, ¢(2 x 2), double steps,
pyramids bordered by single atomic ad rows
{102} and {104} facets

(110)  hill and-valley-like (2 x 1), double steps,
structure with {102} facets  holes at Sn positions

cation network, pyramids, or ripples are formed on the different surface planes
(111) {911, (100) [89], and (110) [92]. All these structures could not be identi-
fied in earlier LEED analyses [90, 170, 171]. The pyramidal phase of Pt3Sn(100)
is shown in Figure 50. The facets of the pyramids are of {102} and {104} ori-
entation. Despite the depletion in Sn in the surface region, in the outermost sur-
face layer the Sn concentration is enhanced. For instance, the outermost layer of
PLSHCEED) has the composition and structure of PGSn. This Snexcess can be
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F1G. 50. Pyramidal phase of the Pt3Sn(100) surface after 620 K anneal; 700 A, 0.6 V,
1 nA [89].

attributed to the higher surface energy of Sn-rich surfaces. The surface energies
of pure Sn and Pt are 0.61-0.62 J/m? and 2.3-2.8 J/m?, respectively [172].

The equilibrium phase of the three Pt3Sn surfaces develops after annealing to
temperatures as high as 1000 K. The STM measurements, and also LEED and
LEIS [90, 170], revealed that only the mixed PtSn planes of Pt3Sn(100) and (110)
are observed. In the bulk these planes are stacked in layers with alternating com-
position of PtSn and pure Pt. Thus, bulk-truncated PtSn terraces can only be sep-
arated by doubles or multiples of double steps. This is, in fact, observed in STM
images. No steps of heights corresponding to odd numbers of layers have been
found [89, 92]. In contrast, fcc(111) planes have homogeneous composition and
stacking. Thus, monoatomic step heights are compatible with the bulk-truncated
Pt3Sn(111) surface structure in this case. This is in line with the observations that
is, STM topographies that show exclusively monoatomic steps.

All surfaces have in common that the Sn between the Pt is not imaged as a
bump in the STM topography but as a depression. The origin of this strong chem-
ical contrast is the large difference in the electronic structure. Band structure cal-
culations reveal that in the region near the Fermi level the density of states at the
Sn atoms is clearly lower than that at the Pt atoms (Fig. 51). To illustrate this ef-
fect, the STM topography of the Pt3Sn(110) surface is shown in Figure 52. The
bumps are the Pt atoms and the Sn atoms are the weak depressions in between.
Note that due to the “invisibility” of the Sn the apparently more densely packed
rows run along (100). Holes in the form of monolayer deep depressions are ob-
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FIG. 51. Total (per unit cell) and local (per space-filling atomic spheres of equal size at
both Pt and Sn sites) densities of states of Pt3Sn, calculated by the tigh-binding linear
muffin-tin orbitals method. At positive (sample-) bias voltages the unoccupied states above
E g are imaged in the STM. Reprinted with permission from [89], © 1999, The American
Physical Society.

e
served only at the Sn positions. As the sublimation of Sn is probably stronger than
of Pt and the stability of single vacancies is usually low, an adatom gas depleted
"« in Sn is the most plausible explanation for the holes in Figure 52 [92]. Discrimi-
nation between two atomic species by STM is not obtained with any system and
tip. Initially, chemical contrast was obtained on PtNi alloys [173].

5.2.4 Ultrathin Films. The demand for artificial materials or so-called de-
signer solids is increasing. Many applications such as solid state lasers and new
generations of transistors require ever finer structuring of materials. It is very
common for the properties of devices based on heterostructures to depend on the
quality of the interfaces. The structures can be grown by chemical vapor deposi
tion (CVD) or molecular beam epitaxy (MBE). Transmission clectron microscopy
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F1G. 52. An STM image of the Pt3Sn(110) surface; 120 A, 0.5V, 0.8 nA. The Pt atoms
are visible as protrusions (open circles), the Sn atoms are invisible (filled circles).

(TEM) and RHEED (see Section 3.2) are the standard methods used to check the
crystallinity of the layers and interfaces. However, the origins for imperfect crys-
tallinity of thicker films are not directly inferrable from such analyses. Here, un-
derstanding the evolution at the onset of growth is the goal. Besides preparation
of nanostructures with novel physical properties in general, this is one of the ma-
jor motivations for studying the topography and structure of incomplete layers by
STM. An overview of the nucleation and aggregation of thin metal layers is given
in Reference [174].

With regard to magnetoelectronics, structures of nonferromagnetic combined
with (anti)ferromagnetic materials are of special interest (see also Section 4.6). As
an example, we show in Figure 53 an STM image of 0.12 ML Cron Cu(111) [175]
grown by thermal evaporation. The structure is similar to Co/Cu(111) [176, 177]
and Fe/Cu(111) [178]. Although Cr and Cu are not miscible in bulk, etching of the
substrate occurs. Vacancy islands are observed in the vicinity of steps after initial
growth. Such rearrangement contributes to interfacial roughness. It is driven by a
decrease in total energy because material of lower surface energy is going to cover
material of higher surface energy (Cr, Co, Fe). This process can be extenuated
when the initial growth is performed at low sample temperature [179].

In Figure 53 the steps are decorated by approximately 50-A wide Cr bands
of bilayer height, measured from the upper terrace. Similar step decoration
in the form of interrupted island bands was found with Co/Cu(111) [176].
Fe/Caut L TDY [E7R] and Ni/Ag(T T [180]. The islands that have agglomerated in

3
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FIG. 53. 0.12 monolayers Cr on Cu(111). The height of the Cr bands at the steps is 4 A,
measured from the upper terrace. The height of the islands is 4 A. The small indentations
at the steps are caused by missing substrate material due to intermixing between Cr and
Cu; 3000 A, 2.7 V, 0.07 nA.

the middle of the terraces are also of bilayer height. Studying thicker Co films by
STM and LEED revealed that one fraction of the islands occupies fcc positions
and another fraction hcp positions on the Cu(111) substrate [177]. This twinning
in nucleation causes problems in thick films, when the different types of islands
cannot connect and canyon-like defects remain.

Another challenge is the production of 1D structures that might exhibit totally
different magnetic properties [181]. Such lateral systems can be obtained by step
decoration on vicinal surfaces.

Here we give an example using substrates with terraces of nanoscopic width.
This will suppress the formation of the typical form of decoration bands of incom-
pletely connected islands as observed on the low indexed (111) surfaces. There are
striking differences in the morphology of vicinal surfaces with {100} and {111}
step minifacets. The most remarkable effect of the Co is that on the surfaces with
the {100} steps the step array is rearranged into a configuration where double
steps prevail (Fig. 54). These rearrangements afford considerable mass transport
in the substrate surface. The double steps do not exhibit frizziness. Prior to depo-
sition only single steps in a regular step array similar to those shown in Figure 47

were observed. In principle, double steps can also result after exposure to oxy-
gen [ 1821, On the basis of AES (see Section 4.3) and CO adsorption experiments
we attribute the double steps shown in Figure 54 to incorporated Co, The Co ay
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glomerates appear immobile, probably as a consequence of the stronger binding
compared to Cu. Thus, kink diffusion becomes slow compared to the usual STM
sampling rates of some kHz when Co is involved. Note also that at the double
steps only immobile, that is, “frozen” kinks (labeled f in Fig. 54) are observed to
display a width of multiples of a . The topography at the merging points (labeled

L+ 100 200 300

{e)

FiG. 54. Cu(l11) surface with 5° miscut, { 100} steps and low Co coverage. (a) 385 A,
—0.3 V, 0.7 nA, "ds” marks a double step, “ss” marks a single step and “c” marks very
rare positions where single steps are unfrizzy, possibly due to contaminants: (b) line scan
Z(x) of image (a); (¢) 18RS A, 0.3 V. 0.7 nA. The “beady” step edges contain Co and have
double height. The Tabels Y and £ mark transition points from double to single steps and
frozen kinks, respectively,

SURFACE CHARACTERIZATION: STRUCTURE AND TOPOGRAPHY 81

Y in Fig. 54) reminds one of a zipper and suggests that the incorporation of Co
in {100} step minifacets also works like a zipper [183]. Most likely these double
steps at the { 100} minifacets represent a 1D alloy. This interpretation is according
to the Co structures observed on the large counterparts, the low-indexed Cu(100)
surface: According to an STM and a density-functional theory study Co occupies
substitutional sites in the flat Cu(100) substrate [184].

5.2.5 Adsorbate Layers. The background of applications behind the study
of adsorbate layers is heterogeneous catalysis where surfaces are used to accel-
erate chemical reactions. Examples for reactions to be accelerated are the detoxi-
cation processes in exhaust gases, for example, Oy 4+ 2CO — 2CO,, and the in-
dustrial production of technical gases. The aim is to understand catalytic surface
reactions on an atomic level, that is, the ability to improve catalysts systematically.
One element in such analyses is the study of adsorbate layers by STM [185-187].

Because sticking coefficients are material dependent, adsorption allows mark-
ing and titration of elements. As an example, Figure 55 shows the topography
of Pt3Sn(110) after CO adsorption. The CO is found on top of the Pt bumps but
never between them, at the Sn positions [188]. Thus, in addition to catalytic ap-
plications, adsorption experiments provides a method to discriminate between el-
emental species.

In many catalysts sulfur acts as a poison, which necessarily motivates study
of S layers on catalytically interesting surfaces. To produce S layers on surfaces,

FiG. 55, The Pt3Sn(110) after exposure to 60 L CO; 120 A, 0.4V, 0.8 nA. The CO s
found vn top of the PUbumps, never in between at the Sn positions. The carbon side binds
10 the PUsubstrate atoms and the molecules are arranged in dimers and tetraniers,
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Hj,S adsorption can be used because upon dissociation the S stays at the surface
whereas the H is believed to desorb or be incorporated in the subsurface. Adsor-
bates can appear as protrusions or depressions, or they can be invisible in STM
topographies and thus theoretical predictions [189] must be employed for inter-
pretation.

A somewhat uncommon approach to production of adsorbate layers is to exploit
the impurity atoms in the crystal that segregate to the surface during annealing to
higher temperatures (Tappeal = 0.5 - Tar). For instance, most Pd crystals contain
S impurities. Annealing to >800 K results in 0.15-0.34 monolayers S at the sur-
face. The adlayer is partly disordered and the steps are decorated with (2 x 2)
bands [190] (Fig. 56a). In the (2 x 2) structures the sulfur atoms prefer acute an-
gles (30°). This is reflected in the shape of the step bands and the triangles. The
origin of acute angles in the structures is the even valency of the sulfur.

Interestingly, neither the decoration bands nor the triangles are reproduced
when the sulfur films were produced by 2-3 Langmuir exposure to H>S
gas (Fig. 56b). Instead the (2 x 2) structures form patches with bands. A structure
developing only with adsorption is the (+/3 x +/3) R30°. The other structures as
the (v/7 x +/7) R19.1° and the disordered structures are also obtained by adsorp-
tion. When annealing to higher temperatures (>400 K) the (V7 x +/7) R19.1°
displaces the other structures to a large extent [191]. Thus, only the (+/7 x +/7)
R19.1° structure is an equilibrated state.

5.2.6 Organic Films. The fields of applications behind layers of organic
molecules are biolelectronical interfaces, electronic devices like transistors, light
emitting diodes (LED), lasers, and electronic wiring. The advantage of organic
light emitting diodes (OLEDs) {192, 193] compared to conventional LEDs on
a semiconductor basis are the flexibility of the material and the relatively easy
tuneability of the gap, that is, the color. The length of suitable molecules, like
multinary phenyls, exceeds 20 A such that the low conductivity through such
a layer often makes STM difficult and such films are usually studied by AFM
(Part IV) [194, 195].

5.2.7 Nanostructures. In 1959 Feynman brought up the idea of miniatur- -

ing machines down to the atomic level [196]. Surfaces are an especially nice
playground for the realization of controlled fabrication of ordered structures with

nanometer dimensions. The prequisite step involves overcoming the limits of con- *

ventional optical lithography (=200 nm). Today it has become possible to fabri-
cate many of such nanostructures but they are not yet part of everyday products.
Since STM and AFM are extensively used to image nanostructures on surfaces
we illustrate in the following a few aspects of this field.

Without any precautions, islands typically agglomerate at rather random po-
sitions on the surfaces, governed by nucleation and agglomeration processes.
Ordered nanostructures can be obtained when the film is grown on mesoscopic
network structures arising from reconstructions or stress compensation. An carly
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(b)

F1G. 56. Sulfur layers after segregation (a) and H,S adsorption (b) on Pd(111). The
parameters are 400 A, —0.07 V, 1.0 nA and 640 A, —0.05 V, 2.0 nA. Visible are
(2x2)triangles, (2x2)step decoration bands, disordered areas, and (v7 x ~/T) R19.1°.

Areas with decorated domain boundaries (a) and disordered, v/3 x +/3R 30°, (/7 x
VTYR19.1°; and striped (2 x 2) areas (b).

example is the growth of Ni islands at the “elbows” of the Au(111) (V3 x 22)
reconstruction [ 197} shown in Figure 57. An example for ordered islands using a
2D defect pattern is given in Reference [198]. A strain relief network is formed
after 8O0 K anncaling for a monolayer Ag on Pt 1), A second Ap Taver nucle



84 SPELLER, HEILAND, AND SCHLEBERGER

b)

200 A

F1G. 57. The 0.1 monolayers Ni on Au(111). The islands grow at the elbow sites of the
(/3 x 22) reconstruction of Au(111) [197]. Reprinted with permission from D. D. Cham-
bliss et al., Phys. Rev. Letr. 66, 1721 (1991), © 1991, The American Physical Society.

ates predominantly inside the fcc meshes and a regular pattern of Ag islands, that
is, of zero-dimensional structures, results (Fig. 58).

The 1D counterparts are epitaxial bands that grow at steps on surfaces. These
“wires” can be more or less smooth. For instance Cu grows on stepped W(110)
and Mo(110) in bands at the lower sides of the steps. On W(110) the new Cu
step edge of these bands appears rough compared to the original step edge (1D
Stranski-Krastanov) whereas on stepped Mo(110) the Cu bands display smooth
edges (1D layer-by-layer) [199]. Contrast between these different metals was
managed in STM images by resonant tunneling via surface states and image
states. This is a nice example of how identification of the elements by STM can
be achieved via knowledge about the electronic structure of the materials. Equally
fascinating are purely electronic low dimensional structures. Clean self-ordering
steps as described in Section 5.2.2 represent a set of 1D nanostructures and can
1D lead to confinement and hybridization effects [200].

An elegant way to produce ordered nanostructures is atom lithography through
a light field of standing light waves in front of the substrate. The resulting struc-
tures can be arranged according to any possible pattern of the light field, that is,
rows, dots, zig-zag, honeycombs, pearl necklets [201, 202].

One of the special features of nanostructures is that the dimensions of such
structures are of the order of the wavelengths of electrons in metals such that
quantum effects dominate. The first and most impressive realization is the quan-
tum corrals on Cu(111) arranged by Xe atoms at low temperature [203]. The Xe
atoms could be attached and deattached to the STM tip in a controlled manner
by means of voltage pulses. The clectron waves of the Cu(111) surface state are
partly reflected at the inside of the Xe boundary and a standing wave patteen forms
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Fi1G. 58. Confinement nucleation of adatom islands on a dislocation network. (a) Ordered
(25 x25) dislocation network formed by the second Ag monolayer on Pt(111) on deposition
at 400 K and subsequent annealing to 800 K. The inset shows a model of this trigonal strain
relief pattern. (b) A superlattice of islands is formed on Ag deposition onto this network
at 110 K (coverage = 0.10 monolayers). The inset shows the Fourier transform of the
STM image. (c) Island size distributions for random and ordered nucleation. The curve for
ordered nucleation is a binominal fit. The curve labeled i = 1 shows the size distribution
from scaling theory for random nucleation on an isotropic substrate. Size distributions were
normalized according to scaling theory (s is the island size in atoms, (S) its mean value,
and Ny the density of islands with size s per substrate atom). (d) Zoom into image (b)
[ 198}, Reprinted with permission from H. Brune et al., Nature 344, 451 (1998), © 1998,
Macmillan Mugazines Lid.
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that can be imaged by STM. These were the first real space images of electronic
states. The latest attainment by such structures is the mirage Co atom imaged by
STM inside a corral of such type [204]. If one real Co atom is placed at a focus
point of an elliptical corral, due to the Kondo resonance, some of its properties
appear at the other focus, where no atom actually exist.

Standing electron wave patterns of surface states also can be observed in de-
fects. This was realized with adatom islands on Ag(111) at low temperature [205].
Vacancy islands did not show electron confinement probably because of absorp-
tion losses via bulk transitions.

5.3 Scanning Tunneling Spectroscopy

Scanning tunneling spectroscopy (STS) allows local electronic properties to
be determined. The tunnel current I (Eq. (47)) depends on two variables, the
voltage U and the tip-sample-separation (o z). Hence, there are three modi of
local spectroscopy I(U), I1(z), and U(z), with the third parameter being kept
constant. The U(z) spectroscopy is rarely used because I is a dependent variable
and it is difficult to keep it constant when the two other parameters vary.

5.3.1 Local Work Function. I(z) and U(z) spectroscopy allows one to de-
termine the mean barrier height ® that is related to the local work function. The
acquisition of such spectra is made at each scan point. Once, before taking the
spectroscopic curve with the regulation loop deactivated, z is adjusted according
to the setpoint current. With Eq. (47) the average barrier height is

5_ M2 (ANnU/I)\ R (AW U\’ (50)
T 8m\ Az  8m Az
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Due to the image charge the barrier height is lowered by a few eV, compared with
work functions of the free surfaces.

For free surfaces the local work function is usually lowered at steps on metals
due to Smoluchowski smoothing [160]. The spatial width of such line dipoles
can be determined only from STS work function maps. With steps on Au and
Cu surfaces a reduction of the work function in an approximately 8 A wide zone
was observed [206]. Figure 59 shows an STM image and a work function map
of 0.8 monolayers Au on Cu(111). Nonlocal methods, for example, traditional
photoelectron spectroscopy, simply yield a lowered average work function for
stepped surfaces.

5.3.2 Local Density of States.  Acquisition of a characteristic 7 (U) curve
at constant z piezolength, that is, with the feedback loop switched off, allows
us to obtain qualitative information on the local density of states (LDOS) of a
surface. The quantitative context of LDOS and characteristic 7(U) curves is not
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FIG. 59. (a) The STM image 580 A, —2.0 V, 0.1 nA, obtained from the Au/Cu(111) sur-
face with 0.8 ML of Au. (b) Local work-function image obtained simultaneously with (a).
A higher brightness represents a higher local work function [206]. Reprinted with permis-
sion from J. F. Jia et al., Phys. Rev. B58, 1193 (1998), © 1998, The American Physical
Society.

completely clear. There are plenty of suggestions as to how to calculate a curve
from 7(U) in order to obtain maximal similarity with the LDOS. With metals
and low gap voltages (<1 V) the local differential conductances are calculated
to this purpose [207, and references therein], that 18, pgupte (8 o d 00 7d
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FIG. 60. Atomically resolved STS measurements of the (v/7 x +/7) R19.1 © structure.
A,B,C positions refer to Sg, Pd and Shep atoms, respectively. I(U) curves (left). Drift
corrected I image at Uy = —0.1 V (middle). (d/dU)I(U) curves (right) [209]. Reprinted
with permission from S. Speller et al., Phys. Rev. B 61, 7297 (2000), © 2000, The American
Physical Society.

This is the simplest, qualitative extension of Eq. (49) when ignoring the vari-
ation of the transmission 7" with energy. With semiconductors and higher gap
voltages the normalized differential conductance Psample (E) o« (d1/dU)/(1/U)
is used [208]. Such psample (E) curves reproduce pronounced features of the real
density of states.

We illustrate the spatially varying LDOS by means of the (v/7 x +/7) R19.1°
layer of sulfur on Pd(111) [209]. Figure 60 shows characteristic curves that are
taken at different positions in the S layer. Within the empty states (<0 V) a lower
current and d7(U)/dU is found when measured on S atoms. This reduced elec-
tron density can be understood by means of the LDOS calculated by the full po-
tential linear augmented plane wave (FLAPW) method [209].

5.3.3 Vibration Spectroscopy. Vibrations of molecules on surfaces can be
excited by the tunneling electrons when the corresponding eigenenergies (hv) are
surpassed by the energy corresponding to the gap voltage (eU). The conductance
is then raised by this small fraction of inelastic tunnel processes. Such informa-
tion is hence available by inelastic electron tunneling spectroscopy (IETS) from
[(U) curves. Calculating d>1 (U)/dU? yields small peaks at the energies of the
vibration frequencies of the molecules [210]. As with other STS methods, the
traditional (nonlocal) IETS spectroscopy had already been developed much ear-
lier [211],
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PART IV. ATOMIC FORCE MICROSCOPY

The AFM was developed a few years after STM [212]. A special feature is that
no tunnel current is needed and thus insulators, for example, salts, glasses, layers
of organic molecules, or crystals of biological molecules and complete biological
objects can be studied. For AFM, the probe is mounted on a lever that bends un-
der the force of the sample surface (Fig. 61). For technical reasons, in most AFMs
the sample is attached to the fine piezoelements, and hence the sample is scanned
against the tip, which is the opposite of what is done with traditional STM. The
bending of the lever can be measured by means of a piggyback STM, an inter-
ferometer, or a light pointer. Nowadays, the light pointer principle is commonly
used: The beam from a light emitting diode is reflected at the end of the cantilever
onto a 2D position sensitive detector (PSD). The deflection is approximately pro-
portional to the applied force. This technique allows discrimination between the
normal force F, and lateral forces F, and Fy. Meanwhile, combined AFM/STM
heads and AFMs operating in gases, vacuum, or liquid cells are commercially

canth levet

Fra, 61, Hlustration of the AFM miethod (not to scale)
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available. A millipedelike ultrahigh density data storage concept has been devel-
oped on the basis of AFM [213].

A variety of forces act between tip and sample atoms (see Table IV). The po-
tential is Lennard-Jones-like

A B
astan

a superposition of a short-range repulsive and a long-range van-der-Waals attrac-
tive part (Fig. 62a). This potential does not comprise magnetic, electrostatic, and
hydrofluid contributions. The negative gradient of such a potential gives the force

) = —

TABLEIV.  Overview of Important Interactions Occuring Between Tip and Sample Atoms in the
Atomic Force Microscope

Interaction type Nature Range
Pauli exclusion Short range, repulsive ~ (0.1 nm
Coulomb repulsion (cores) ~ Short range, repulsive ~ 0.1 nm
Chemical bond Short range, attractive 7~ 0.1 nm
Van der Waals Long range, attractive Up to 100 nm
Electrostatic Long range, attr. or rep. ~ Several 100 nm
Magnetic Long range, attr. or rep. ~ Several 100 nm
Capillary forces Attractive Up to 10 nm
Hydrodynamic Very long range, damping & 10 um
| (a) (b)
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FIG. 620 Virtion of the potential between tip and sample with distance (a) and the vari-

ation of the toree between tip and sample with distance (b).
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that governs the deflection of the lever (Fig. 62b). The derivative of the force-
distance curve gives the force constant curve.

5.3.4 Force-Distance Curves. Measuring force-distance curves (Fig. 63)
of samples gives a completely different image because since the distance (abscis-
sae) refers to the relative z piezoposition and not directly to the position of the
cantilever tip. There are two discontinuities in the force-distance loop that reflect
points of instability, points (1) and (3) in Figure 63. During approach, no force
is initially active. At point (1) the surface’s (attractive) force gradient surpasses
the lever’s spring constant and the lever jumps towards the surface, into contact,
to the repulsive force regime. As this jump takes place only at the tip and not at
the z piezo a sudden change in force without any z change is noticed in the force-
distance curve. Therefore, the shapes of the force curve inferred from the potential
and the measured one differ (Figs. 62b and 63). In contact, the lever is pushed by
the sample (points (2) to (3)). Upon further approach of the sample the normal
force increases linearly according to the spring constant of the lever. When the
sample is being retracted, the slope of the force curve is slightly different. The
main reason is piezo creep. Close to point (3) the force is maximally attractive
and the spring constant is surpassed a second time. The lever jumps back and is
then again in an interaction free point (4), far from the surface.

The area between approach and retract curves (hysteresis) reflects the energy
loss of the cantilever, for example due to deformation of the surface. The shape
of force-distance curves changes when repulsive forces dominate (no jump-to and
Jump-off) or when measuring in liquids.
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Ay = retract
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FiG. 63, Force distance curve on Si(111) covered with a self-ussembled octadecyl
trichlorosilane laver,



92 SPELLER, HEILAND, AND SCHLEBERGER

The force constants of levers can be calculated from the geometrical dimen-
sions and Young’s module. Therefore, force-distance curves allow calibration of
the AFM forces with respect to the voltages at the PSD.

The interaction force versus the tip-sample distance can be calculated partly
from force-distance curve. The distance-values are transformed such that the con-
tact line F(z) = —k - z + Fp becomes the ordinate of the interaction force curve.

5.3.5 Contact Mode. In contact mode a constant normal force, typically in
the nN-range, is maintained via a regulation loop. Similar to STM this is done
by adjusting the z-piezo accordingly. The force must be calibrated for every new
cantilever via a force distance curve (see Section 5.3.4). With hard materials the
measured surfaces of constant force represent the topography. However, contact
measurements are destructive to a certain extent. Problems arise especially with
soft materials, because material is moved or destroyed by the applied forces dur-
ing the scan. This is already true for metals such as Au.

Alternatively, the contact mode can be operated in the error signal mode by
slowing down the regulation speed and collecting the normal force signal directly.
This mode is the analog to the CHM in STM. The images show higher contrast,
but are not quantitatively related to the topography.

5.3.6 Lateral Forces and Friction Maps. Frictional forces show up as a
systematic asymmetry between the structures of two images taken at backward
and forward scan. This can be observed in the AFM (and STM) topography, for
example, on HOPG.

The variations in friction between the tip and sample causes a stick and slip
movement of the lever’s tip. If the fast scan direction (x) is perpendicular to the
lever axis this results in lever torsion. Deflection of the light beam by a twisted
lever on the position sensitive detector is perpendicular to the usual deviation
stemming from normal (z) forces. Thereby, discrimination of Fy and F; is possi-
ble. Lateral force microscopy (LFM) measures the forces parallel to the surface
plane. The feedback loop must be slowed down, as always when a force channel
is measured.

Changes of Fy and F, deflect the light beam in the same direction. The can-
tilever is then buckled, which must distort the topography signal. In certain cases,

one may assume that the frictional force dominates the normal force and a Fy- ~

map can be aquired. A clean topography signal is not possible in this scan ge-
ometry. On the other hand, if the surface is not atomically flat, the cantilever will
additionally be twisted when the slope of the surface changes. To separate such
topographical from frictional origins LFM and AFM images should be taken si-
multaneously.

However, terraces that exhibit the same appearance in topography can show
different lateral torce signals. This is attributed to a sort of material contrast or
different nanoscopic roughness [2 1],
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FIG. 64. Gray scale plot of the interaction potential on HOPG (image size 20 A) and three
typical calculated paths of the tip in this potential plotted by dots separated by equal time
intervals (At = 0.1 ms, v = 40 nm/s) [215]. Reprinted with permission from H. Hélscher
etal., Phys. Rev. B57, 2477 (1998), © 1998, The American Physical Society.

A nice illustration for the stick-and-slip process is the trajectory of the can-
tilever on HOPG. For many years it remained puzzling as to why only one type
of carbon atom was visible by scanning methods. In the case of AFM this seems
to be solved by comparing LFM maps with simulations [215]. Figure 64 shows
the interaction potential and three typical calculated paths of the tip in this poten-
tial plotted by dots separated by equal time intervals. The bright positions show
the atomic honeycomb surface lattice. In LFM, AFM and STM images a simple
hexagonal structure similar to the black position is observed. Although the scan
speed is constant, the tip moves discontinuously over the surface and stays most
of the time in the minima (dark areas), that is, between the atoms. This stick-and-
slip movement causes the force maps to represent “hollow-site resolution” instead
of “atomic resolution.”

5.3.7 Noncontact Mode. In the noncontact mode the influence of the force
gradient between probe and surface on a vibrating cantilever is utilized to mea-
sure the topography. The tip-sample separation is large, typically between | and
100 nm. In contrast to the contact mode, the noncontact mode is less destructive.
The cantilever oscillates, driven by a quartz. In air the lever vibration is damped
more strongly and it is very difficult to avoid a jump-to-contact through u menis-
cus of the thin water film that is always present in air. Therefore, noncontact mea
surements generally require vacuum conditions. Even at the reversal points of the
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vibration the tip should not touch the surface, that is, the amplitude of the oscil-
lation must be kept small. An intermediate mode when that is not fullfilled, that
is, with intermittent contact, is called the tapping mode. This is often used in air
or gases when imaging poorly immobilized or soft samples. Both methods are
dynamic modi.

The force gradient F’ = d F/dr, from the interaction between surface and tip
(see Fig. 62a,b), is measured via the shift in resonance frequency. This shift serves
as the feedback signal. The harmonic approximationis only valid with fairly small
amplitudes because the potential in front of the surface is highly asymmetric.
The force gradient is varying with distance from the sample, and alters the ef-
fective spring constant, keff = k + Ak with k being the spring constant of the
free cantilever. At a certain tip-sample separation r the total force gradient be-
comes F’ = ket & k — dF/dr(r1). Accordingly, the resonance frequency shifts
to a)g = ketr/megr With megr being the effective mass of the cantilever.

The quality factor of an oscillation is defined by Q = ,/ym/k with y being the
damping coefficient. If the damping is small the Q factor equals the quotient of the
eigenfrequency of the free cantilever and the width of the resonance maximum at
the so-called half power point (HPP) (where the amplitude has decayed to Agpp =
Amax/V2): 0 = a)gee /Awgpp. In air the Q factors are typically between 100 and
1000. In UHV they are approximately 100 times larger.

5.3.8 Principles of Force Gradient Detection.

5.3.8.1 Slope Detection. Slope detection is often used for AFMs operated
in air. The cantilever is then driven at its free eigenfrequency. After the approach
the amplitude decreases by AA due to its being out of tune. The reduced ampli-
tude is detected and used as the feedback signal (see Fig. 65). The z piezoadjust-
ment, necessary to keep the amplitude at the setpoint value (e.g., 80% of Ap),
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Fi1G. 65. Mlustration of the slope detection principle by means of the resonance curve of
the lever. In the vicinity of a sample the resonance frequency shifts and leads to a reduced
amplitude at the excitation frequency.
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gives the topography. As the lever is not operated in resonance, the phase lag
of the oscillation against the excitation shifts away from 7 /2, the magnitude of
this shift dependent upon local damping. This shift A® is often coimaged as an
additional information channel. Although is not completely clear what physical
information this extra channel carries, it is very rich in contrast and is not dom-
inated by the relatively large topographic variations. It might be interpretable as
material or chemical contrast.

5.3.8.2 Frequency Modulation Detection. With a sharp resonance curve,
as in UHV, the amplitude drops too quickly to zero under the presence of a force
field. Regulation of AA is therefore not possible. Instead, in the frequency mod-
ulation (FM) mode the cantilever is vibrating freely with its respective resonance
frequency w* including the local force gradient. Such an oscillation must be self-
excited, that is, part of the oscillation signal itself is fed back, correctly phase-
shifted, to a modulation piezo behind the cantilever. In this way maximal reso-
nance is maintained and the amplitude is regulated to a constant value by an extra
feedback circuit. However, the actual feedback signal is the frequency shift. Hence
surfaces of constant force gradient are measured during the scan. The advantage
is that the frequency shift is more directly related to the interaction force than the
amplitude in slope detection is.

5.3.9 Probes. Due to its hardness and stiffness SizN4 probes have been
widely used for contact force microscopy. Microfabricated force sensors with an
integrated tip are commercially available. They are etched out of Si wafers and
the outermost layer can either be covered by a Si3N4 film or oxidized. For com-
bined STM/AFM UHV applications this film can be sputtered off to make the
cantilever conductive again. Depending on the dimensions, the eigenfrequencies
vary between 10 (contact levers) and several 100 kHz (noncontact levers). The tor-
sion eigenfrequencies are usually one order of magnitude larger. For noncontact
applications bare Si tips are commonly used.

5.4 Topographies

Much progress has been made in understanding atomistic properties of sur-
faces by noncontact AFM [216]. In noncontact mode true atomic resolution was
first obtained on Si(111)7 x 7 [217], on InP(110) [218], and on NaCl [219]. Mean-
while, even subatomic features are observable by noncontact AFM [220]. In con-
tact mode, atomic resolution is achievable but unlike with STM and noncontact
AFM it is inconclusive if this resolution is real. True atomic resolution can be
recognized by the correct imaging of lattice defects, for example, vacancies as
depressions. Otherwise, apparent atomic resolution can arise from the corruga-
tions ot the tip’s surface and the sample’s surface being in phase. The image is
then a superposition of many patches of the surface and vacancies cannot he seen.
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The AFM is mostly used to image physical properties of biological samples
and organic layers [194, 195]. There are a few examples with high-resolution to-
pographs of organic layers [221, and references therein]. With softer materials
of macromolecular size or biological cells resolution drops drastically, especially
in liquids. Noncontact measurements are, in principle, nondestructive but the to-
pographies can be influenced by long range forces and are not completely reliable.

The motivation for the study of topography and atomic structure is the relation
of function to structure. Topography often is acquired as a control channel, simul-
taneously with other physical properties. In the following section we give a few
examples.

5.5 Beyond Topography

When using frequency modulation detection of the force gradient, the ampli-
tude is kept constant. The signal to compensate for the damping, which is neces-
sary to maintain a constant amplitude, reflects the energy loss of the oscillation. A
contrast in the damping image arises therefore at places where the oscillating sys-
tem dissipates more or less energy. That is related to a local change in the quality
factor of the oscillation. The damping image might be regarded as similar to the
lateral force image in the contact mode (Section 5.3.6).

It was reported that on Au(111) the damping at steps especially close to dislo-
cations is weaker compared to the terraces [214]. Furthermore, the damping lines
were reported to deviate from the actual step lines. Rigid dislocations in the sub-
surface region, which might not necessarily be attached to steps, might explain
these observations. On Si(111)7 x 7 the damping was found to be stronger at the
steps than on terraces [214], resulting in bright step lines in the damping images.

Despite the general interpretation of damping as energy dissipation, the exact
physical mechanisms are not yet fully understood. Damping might be attributed
to local excitations of phonons or to tip-sample contacts at the reversal point near
the surface. During contacts the chemical reactivity of the surface material will
increase the damping. This effect can be modulated with topographical features
because the size of the interaction area governs the extent of the chemical reactiv-
ity, for example, at steps the damping will in general be lowered.

Organic islands on a silicon substrate might serve as a good example of the
difficulty of interpreting damping images [222]. The soft organic layer is deci-
sively different from the relatively hard silicon substrate and one might expect
a material specific contrast in the damping image. The noncontact topography
in Figure 66b shows bright fractal-shaped islands of self assembled octadecyl-
trichlorosilane (OTS) molecules (Fig. 66a) on activated Si(111). The OTS was
deposited by a Langmuir-Blodgett technique. As the assembling of larger OTS
aggregates has already taken place in the solution the age of the solution is an im-
portant parameter and allows for control of size and density of the OTS islands.
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FIG. 66. Octadecyltrichlorosilane molecule (OTS, CigH37Cl3S1) (length = 26 A) (a)
AFM noncontact topography image of self-assembled OTS film on Si,/Si(111); 1.0 um,
Af = —54 Hz (at 740 Hz), amplitude = 0.2 V. The apparent height of the islands is 16 A,
(b) Simultaneously acquired damping image (c). The Si surface was activated by UV/ozone
treatment prior to exposure. The time of exposure was 20 s and the age of the OTS solution
10 min.

The simultaneously acquired damping map is shown in Figure 66¢. Here, the
fractal-shaped OTS islands appear dark, indicating less energy dissipation on the
islands as compared to that on the silicon substrate. A possible explanation is the
different chemical reactivity of the substrate and the OTS. The saturated hydro-
carbon chains of the OTS do not react with the silicon tip as strongly as with
the activated silicon substrate. Therefore, adhesion forces between tip and sample
will be stronger on substrate regions than on OTS regions.

In magnetic force microscopy (MFM) (223, 224] the tip of the flexible can-

+ tilever is covered by a ferromagnetic material and magnetized prior to the mea-

surement. The magnetic stray field of the sample leads to a force onto the mag-
netized tip. This is a long-range interaction and it can be detected up to several
10 nm away from the surface. The measurement is performed in noncontact mode,
that is, the frequency shift is used as a feedback signal. With soft-magnetic tips
magnetic domains and/or domain walls can be imaged, that is, of a track on a
hard disk [225] and of Co dots [226]. The lateral resolution typically reached in
MEM is approximately SO nm. In case of a hard-magnetic tip and a soft magnetic
simple 1t s possible to “write”™ magnetically with the AFM tup {227].
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Analogously, in electrostatic force microscopy (EFM) electrostatic forces can
be used in the regulation feedback [228, 229]. Ferroelectric media can be polar-
ized by a voltage applied to a conductive AFM probe in contact (writing). The
surface polarization leads to a long range force that can be detected via inter-
action with the probe at low bias. This interaction force is used as feedback in
noncontact mode (reading).

Scanning Kelvin force microscopy (KFM) uses the tip-sample-contact as a lo-
cal Kelvin probe and allows acquisition of contact potential (CP) distributions or
work function maps with nanometer resolution. Initially, such experiments have
been performed in atmosphere [230, 231]. Because the work function of most
surfaces is altered by oxidation and adsorption, this method was augmented for
measurements under UHV conditions [232]. The tip-sample contact represents a
capacity that varies during the cantilever oscillation. Additionally, both ac and dc
voltage are applied. The result is a time-varying electrostatic force that is mini-
mal, when the dc voltage Uy, and the work function difference A ® /e compensate.
During scanning the dc voltage is adjusted to the force minimum by a feedback
loop and a CP map (Ugc(x, y)) is acquired. This is similar to conventional (non-
local) Kelvin probes where the current instead of the force is minimized.

5.6 Force Spectroscopy

In the spectroscopy mode of AFM force-distance curves F(z) are recorded at
one or more scan points after the z piezo has been adjusted to the force setpoint
(contact mode). The classical shape, as illustrated in Section 5.3.4 and Figure 63,
is obtained mostly with hard materials or simpler molecules. In air a meniscus
of water is formed at the jump-to-contact. Due to the meniscus force the jump-
to- and jump-off-contact separations differ largely and the area of the hysteresis
loop becomes quite large. Force-distance curves can have various appearances.
An overview is given in Reference [233]. Spectroscopy is rarely employed in
the dynamic mode because with an oscillating probe the tip-sample separation is
never well-defined. On the other hand the snap-on is avoided and the complete
interaction potential can be inferred from the measured frequency versus distance
curve employing simulations [234, 235].

When the tip is functionalized with a chemical species, chemical discrimina-
tion can be achieved (chemical force microscopy, CFM) [236, 237]. Covalently
functionalized nanotubes can be prepared, allowing chemical contrast between
areas with different SAM layers [238]. For biomolecular applications tips can
be chemically modified by a layer of molecules that bind especially strongly to
complementary molecules. Insight into mechanical properties of biomolecules,
such as binding/recognition interactions, unfolding, and elasticity of complex
biomolecules has been gained on the basis of force-distance curves [239-243].
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6 COMPARATIVE CONSIDERATIONS

The different surface analytical methods are compared in Table V with re-
spect to the method used, chemical information, structural information, sensitiv-
ity, probing depth and lateral resolution. The comparison is given in qualitative
terms defining ranges rather than absolute limits. There are special instruments
which surpass some of the specifications given. Some of the listings are physical
limits, e.g., diffraction methods give long range structural information in princi-
pal, all local information is obtained by calculations based on models. All diffrac-
tion methods provide, however, the most accurate lattice constants. In contrast,

TABLE V.  General Characteristics of Surface Analytical Methods

Effective
Excitation  Information  Information  Monolayer  probing Lateral
Method  detection chemical structural resolution depth resolution
LEIS Ton-ion Elements Short- 1072 <1 nm 1 Mmz
Be-U range
order
RBS [on-ion Elements Order via 10-10—4 10 nm 1 mm?
Be-U channeling
SIMS Ion-ion Elements None 1073 1 nm 100 nm?
H-U
LEED Electron- Poor Long- poor 1 nm 100 nm?
RHEED  electron range
order
AES Electron- Elements None 10—2 2 nm 100 nm?
electron Li-U
XPS Photon- Elements Short- 10! 3 nm 10 umz
electron Li-U range
Chemical order via
bonding XPD
ST™M Tip- Poor Short- poor <1 nm 0.1 nm?
current range
order
AI'M Tip-toree Poor Short- poor <1 nm 0.1 nm?
range

order




Some Special Aspects of Surface Analytical Methods with Chemical Sensitivity

TABLE VI.

AES XPS

SNMS

SIMS

LEIS RBS

Features

H, He None None H, He H, He

H, He

Elements not

directly detected

Via line shapes  High resolution

ESCA

Direct

Viarecoils ERDA  Direct

Via recoils

Detection of

H and He

No

No

Yes All masses

Yes All masses

Low Z Low Z

Isotope

detection

~102 ~10° 104-10° 10-10? ~20 ~20

Variation of

detection with Z

Elements,
chem.

Elements,
line

Total
mass,

Total
mass,

Elements
in depth

at the surface,

Elements

Organic
sample

11160)

shifts,

shapes

fragments,

fragments,

poor range

Polymers

valence
band

elements

elements

Very smail

small Very small Yes Yes small
Yes

Yes

Damage

Small
Yes

Yes Yes

Small

Charging

Using elem.

Good

Very poor

Complete

Using elem.
Standards

5%

Quantification

standards
1-5%

1%

5-10%

5-100%

2%

Deviation

Via energy loss Sputtering Sputtering Via sputtering Line shape

Via sputtering

Depth

analysis, sputtering

profiling
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STM and AFM are local probes, long range information is limited by the scan-
ning range and/or the management of adding up scanning areas, the final limit
being the total scanning time with respect to the time stability of the sample. Ta-
ble VI compares some aspects of the surface analytical methods providing chem-
ical sensitivity. Again, the listings are rather qualitative. Completeness is not the
goal of this representation, e.g., PIXE is not mentioned using proton excited X-
rays for chemical analysis. All variations of photoelectron spectroscopy including
ESCA (Electron Spectroscopy for Chemical Analysis) are summarized under the
heading XPS. The features listed are in many discussions the key issues when
decisions are to be made which instrument to chose for the problem at hand.
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